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Abstract. Collaboration environments impose high demands on humans and 
artificial systems. Especially during critical tasks team members, including 
humans, artificial systems and other (sub-) teams, require support to guarantee 
their continued effectiveness. Effectiveness of individuals and teams is an 
important ingredient for organizational effectiveness, managerial decision 
quality, as well as for maintaining organizational awareness. In this position 
paper we introduce our conceptual view on realizing sustained team 
effectiveness, in which both the measurement of effectiveness and team 
management play an important role. A unified, interdisciplinary approach 
facilitates measuring effectiveness in more complex organizations. 

1 Introduction 

Highly dynamic, or even chaotic, environments are often encountered when a 
disruptive event occurs; consider a car-crash in a tunnel involving a fuel-truck. 
Suddenly the (tunnel) environment becomes unpredictable, normal courses of action 
may not yield expected results, and performance of teams as well as individuals is 
affected. Nevertheless, individuals and teams are expected to effectively address crisis 
situations over a period of time. In our view, an organization is a collection of teams 
and individuals, in which effectiveness plays a crucial role, for an overview see e.g. 
[1]. We loosely define the term effectiveness as the degree to which a team is 
successful in reaching its goals/objectives. In this paper we focus mostly on 
individuals and teams, as they provide us with insights which can be translated to 
organizations. 

Teams are often considered to consist of humans, e.g. [2, pp. 126-127] defines a 
team as "a distinguishable set of two or more people who interact dynamically, 
interdependently, and adaptively toward a common and valued goal/object/mission, 
who have each been assigned specific roles or functions to perform, and who have a 
limited life span of membership". In our opinion, intelligent systems such as agents 
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and robots can also be team-members, equivalent in status to humans. This is in 
contrast to a large amount of system-level teams and agent research, which 
concentrates on agent-based support for individual human team members, see e.g. [3], 
[4] and [5]. In our view, agents (whether software entities on a network or robots) 
may also take the initiative and give orders to human (and other agent) team 
members. In essence, we approach a ‘team’ as an actor-agent community. 

An actor-agent community is a particular type of organization that involves 
collaboration of multiple participants, including humans and artificial systems, for the 
realization of a common mission or for the support of a shared process [6]. Within a 
community there are social rules that members adhere to, and there is communication, 
sharing of responsibility and a certain distinct identity among the community 
members. From a human perspective, an actor-agent community is not unlike any 
conventional human community – the same traits apply. From a technical perspective 
an actor-agent community contains distributed systems and processes that have 
autonomous and anticipatory capabilities – software systems that can be referred to as 
agents or agent systems. Actor-agent communities are typically involved in complex 
collaborative decision making processes, such as the day-to-day air traffic 
management. These are characteristic settings where humans and artificial systems 
are foreseen to collaborate in the near future. 

In our view actor-agent communities need to be able to operate in the real world. 
This requires the ability to adapt to changes and unforeseen events. There is a need to 
be able to operate in highly dynamic situations under high degrees of uncertainty. 
Such a realistic domain is crisis management, in which both humans and artificial 
systems are involved, such as victims, rescuers, observers, and decision makers, all 
working together to mitigate the situation as quickly as possible [6]. This implies that 
a team consists of heterogeneous team members of potentially equal status (cf. ‘mixed 
initiative taking’). 

In crisis situations normal operational conditions change radically. A crisis cannot 
be predicted (otherwise it is not a ‘crisis’), yet preparations can be made (e.g., [7] and 
see the SEVESO II Directive of the European Community). Although the exact crisis is 
unknown, certain aspects of a crisis can be identified, e.g. constraints regarding the 
location of the incident, including availability of resources, victims, geographical 
setting; team structure, including team members and their skills, team resources such 
as tools and team norms; culture, as team members may originate from different 
‘host’ organizations with different cultural identities, social norms, etc. 

Crisis management involves addressing a number of interrelated issues: 
• Time-criticality: time is a critical factor in decision-making, de-escalation of 

incidents, treatment of victims, restoration of normal operating conditions, etc. 
• Performance fluctuations: during a crisis, performance of teams and machines 

changes (usually: degrades), e.g. because of (mental) fatigue, reduced alertness, 
resource depletion, etc. 

• Incomplete situation awareness: dispersed, partial, information about (parts of) 
the situation, unreliable and faulty observations, etc. 

• Changes in courses of action: chaotic environments or situations yield 
(unpredictable) changes to current goals, plans, schedules, problems at hand, etc.  

• Team-(re)composition: during a crisis, teams may be formed, changed, and 
disbanded. 
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• Alignment: choreography and coordination of teams require understanding time-
critical issues, performance, shared awareness, changes in courses of action and 
composition of teams. 

• Organizational sustainability: organizations need support for their evolution and 
adaptation at multiple levels of abstraction to address chaotic environments such 
as crisis situations, while still adhering to necessary levels of coherence and 
coordination to retain levels of effectiveness. 

 
In this position paper we briefly explore how to support sustained effectiveness of 

(organizations consisting of) teams consisting of heterogeneous team members, 
including humans, artificial systems and other (sub-) teams, in crisis situations. 
Section 2 addresses our view on sustained team effectiveness. Section 3 describes our 
initial model for team management, which is a key element in realizing team 
sustainability. Section 4 proposes a number of future research directions. 

2 Sustained Team Effectiveness 

Sustained team effectiveness is, from our perspective, a basic team property, which 
plays an important role in the usefulness, robustness, employability and composition 
of teams over a period of time. We explicitly assume that the effectiveness of 
individuals, teams and organizations changes over time – which may be manageable 
to a certain extent. In this section we describe our views on effectiveness and 
sustained effectiveness.  

A good source for research on effectiveness stems from Psychology, in which an 
individual’s effectiveness is often termed ‘performance’. The level of performance is 
stated in terms of behavioral measures such as reaction times and errors (false 
positives and false negatives). Of major importance is the individual fitness level, 
which is often labeled as ‘vigilance’ [8]. With respect to vigilance, it is not only 
important to measure general performance levels (e.g. average performance), but also 
the changes in performance over time are critical. That is, a decrement in performance 
(even when the average performance level is not very low) is indicative of declining 
vigilance of an individual [9], [10]. Whenever a vigilance decrement sets in, the 
deterioration is bound to get worse in the near future. So, for an individual, vigilance 
is determined in the following manner: performance (reaction times, errors) and 
performance change over time. 

Interestingly enough, independence between physical and mental aspects of 
vigilance has been demonstrated [11]. That is, after demanding mental tasks, the 
mental component of vigilance is declined. Hence, subsequent mental task 
performance is decreased. However, purely physical tasks can still be performed 
adequately. The opposite also holds true: After strenuous physical tasks, performance 
on subsequent physical tasks is worse, but performance on mental tasks is generally 
not affected. 

Besides the more basic issue of vigilance, other individual human variables also 
determine performance to a certain extent. Skills and expertise are known to have a 
considerable impact on performance [12]. Even when a person is highly vigilant, he 
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or she may not be able to perform well if faced with a totally unfamiliar situation. For 
example, a skilled air-traffic operator would probably not know how to extinguish a 
fire, not even in a vigilant state. 

Furthermore, especially in a crisis domain, performance is not only dependent on 
intrinsic aspects, but is also dependent on other aspects such as tools and external 
resources. For example, a firefighter may be both mentally fit (good and stable 
performance on mental tasks) and physically fit (good and stable performance on 
physical tasks), but if he does not have a proper suit or a full fire extinguisher, he will 
not perform as expected. Related to both aspects is whether the individual is in a 
relevant situational context: Is the right person at the right place at the right time? A 
vigilant, highly skilled and fully equipped fire fighter still needs to be near a fire in 
order to be able to extinguish it.  

The abovementioned research illustrates a separation of physical and mental tasks. 
This is not so surprising, because physical systems, such as a human, operate within 
different dynamical regimes under normal conditions. Physical tasks, such as 
scrolling, and mental tasks, such as writing a paper, are assigned to different 
subsystems of the brain. In this case one could argue that the subsystems are most 
likely completely independent, meaning that the performance of one subsystem 
carrying out the mental task is not affected by the subsystem carrying out the physical 
task. In sum, these tasks do not interfere with one another. However, in real, more 
complex settings such as air traffic control operation, this independence of 
subsystems in the brain that carry out physical and mental tasks might not be 
plausible, due to the complexity of the cognitive tasks that need to be performed. 
Here, the physical and mental components might actually be coupled.  

An example of coupling is the writing of a research paper, where the physical 
effort of clicking, scrolling and moving your head to read comments in the margin of 
a research paper interferes with the high-level mental activity of creating a nice piece 
of text that aims at getting your message across. Moving your head from the text field 
to the margin field – a physical task – involves a mental task, namely that of 
conscious motor control of neck and eye muscles. This places a burden on the other 
ongoing mental task: the creative process of writing the paper. Both physical and 
mental subsystems obstruct each other in such cases, due to their (un)fortunate 
coupling. Concluding, mental and physical task alignment, ensuring a highest possible 
independence of both subsystems, is first of all a pre-requisite for avoiding stress and 
strain, as well as mental and physical overload. Secondly, optimal alignment should 
sustain good task performance, as both sub-systems will minimally interfere with 
each other. From a cognitive ergonomic perspective it is a challenge to provide an 
empirical account of when, why and how such alignment is achieved for which 
subsystems. Furthermore, it is interesting to embody psycho-physical findings in 
future applications, systems and teams [13].  

In short, effectiveness is dependent on physical and mental aspects of an 
individual, its tools and resources, cognitive ergonomic design factors, and situational 
context. Part of our future research is to investigate whether it is possible to measure 
and maintain effectiveness of teams of humans, software agents and robots. Our 
initial stance is that these constituents of (human) effectiveness are applicable to 
artificial entities. For example, consider vigilance; although vigilance may not seem 
directly applicable to a software agent, its processing capacity and supportive 
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resources (e.g., memory, electricity, fuel, and bandwidth) may deplete over time. This 
corresponds with one of the definitions of human vigilance, which refers to the 
availability of capacity or resources [8]. The use of vigilance as one of the 
effectiveness parameters thus appears justified for both actors and agents. Despite the 
fact that similar principles apply, there of course remain structural differences 
between actors and agents. They will differ in actual task performance; quality and 
speed of performance will not be identical on all tasks.  However, this will not 
interfere with our statement that their effectiveness can be measured in a similar 
manner.  

We suggest that the fitness level of human teams can be measured in a similar 
manner as on the individual human level. That is, we intend to apply the same criteria 
for the team level as defined for the individual level. A unified approach facilitates 
measuring effectiveness in more complex organizations, including teams consisting of 
individuals and (sub-)teams. Determining the fitness of individuals and teams also 
requires a mechanism that monitors the actions/progress of individuals and teams in 
relation to their joint goals. E.g., in [14, p. 1] “Team situation awareness involves the 
team's assessment (i.e., perception, comprehension, and projection) of the current 
situation, which can include the surrounding environment (including any equipment 
or systems), the task, and the team itself.” We would like to extend this approach 
from human teams to ‘hybrid’ teams (consisting of actors and agents (software and/or 
robots), which can be monitored in a similar fashion to measure effectiveness.  

An important issue concerning measurements is that sustained team effectiveness 
is a desired high-level emergent property of a (possibly ad-hoc or changing) team or 
organization. This implies that the effectiveness of individuals and teams needs to be 
measured in time-critical circumstances. The measurements of effectiveness need to 
be such that they can be used in time by the right actors, agents or teams to manage 
themselves and others. Being able to measure effectiveness implies both attaching 
values to ‘effectiveness’, as well as having methods to determine these values. In 
addition, to guarantee a specific level of effectiveness, a number of ‘levels’ of 
effectiveness need to be distinguished. The relationship between required (minimal) 
effectiveness to cope with a certain class of problems in specific situations needs to 
become explicit as well. 

Sustained effectiveness basically entails managing team effectiveness over time 
according to some criteria. Unfortunately, changes to team effectiveness are neither 
easily planned nor predicted, as the environment is essentially unpredictable and the 
criteria are not easily determined. In addition, time-criticality requires pragmatic 
approaches to measuring effectiveness of individual humans and agents as well as 
teams, and establishing pragmatic criteria (including a desired minimal level of 
effectiveness). Nevertheless, methods and techniques are required to positively 
influence effectiveness of individuals and teams. In the next section we elaborate on 
effectively managing ad-hoc and dynamic teams. 
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3 Sustained Team Management 

Sustained effectiveness, by nature, is an emergent property (which may or may not 
manifest itself), of both individuals and teams. Sustained effectiveness even manifests 
at the organizational level. The Aisin crisis in the Toyota Group [15] illustrates the 
possibility that without direct high management control, sustained effectiveness is 
feasible, even in a large crisis situation. Sustained effectiveness may be measured, to 
some extent, but cannot be directly controlled: it is not a simple ‘parameter’ of any 
human or artificial system. In organizational literature, ‘management’ is responsible 
for organization effectiveness, e.g. see [1]. We currently assume that at each level in 
the organization, team management is concerned with measuring and influencing 
effectiveness. In this section our initial model for sustained team management is 
described. First, a conceptual model is introduced, after which team management and 
its relation to sustained effectiveness is elaborated in some detail. This section is 
concluded by a discussion regarding measuring sustained effectiveness.  

3.1 Towards a Model 

To study sustained team effectiveness, a model is needed which represents teams, 
their composition, and the role of sustaining effectiveness. Our simple initial model is 
shown in Figure 1, in which team composition and team context are outlined. A team 
is a compositional construct, which can be composed of any combination of specific 
individuals (actors and/or agents) and sub-teams. In this compositional approach, no 
strict hierarchy is enforced: a team may be sub-team of multiple other teams, and 
similarly an individual may be a team-member of multiple teams. With this approach 
we intend to model dynamic organizational structures – although this needs further 
research to understand the limitations. We currently assume that it is not necessary to 
have a ‘top-most’ team which has a compositional relation with every individual in 
the entire organization. Similarly, we do not enforce that, at the ‘bottom’ of 
composition relations, teams can only consist of individuals; we leave open the 
possibility that a team ‘believes’ that it has a sub-team as a team-member, but this 
sub-team is not (yet) populated with individuals. How a sub-team is represented as a 
team-member is also part of future research.  

In the model depicted in Figure 1, the composition of one team is shown. The team 
consists of two individuals (an agent and a human actor) and two sub-teams (which 
may again consist of actors, agents, and/or sub-sub-teams). A team has an associated 
‘team management’ process, which is shared by all team-members. At this point, it is 
not important how this management process is realized by specific team-members; 
multiple options exist and will be explored in future research. On the one hand, team 
management is responsible for real-time dynamic (re)scheduling of allocation of tasks 
to humans and agents in order to solve problems given certain goals. On the other 
hand, there is the responsibility for acquiring and analyzing relevant status 
information of all members including their effectiveness, and changes of their 
effectiveness over time. These two responsibilities overlap; effectiveness is also a 
basis for (re)scheduling task allocations. For example, the fitness or vigilance that is 
determined of individuals and sub-teams serves as a basis for task allocation. An air-
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traffic operator who is very tired (i.e. not vigilant) will not be allocated a task that 
requires high vigilance. Likewise, a highly effective sub-team will be required to take 
the responsibility of a high-priority, demanding set of tasks. 

A team operates in a specific environment. Goals and issues that are relevant for 
the situation at hand are common to all team members: the well-known joint or shared 
goals, commitments, intentions, etc. The shared environment, in turn, is part of the 
entire (global) environment. Within the global environment resides an entity (or 
multiple entities) that fulfill(s) the role of ‘external manager(s)’; this is explicitly 
separated from the (internally shared) team management process. It is assumed that 
each team and each individual is capable of understanding and reacting to internal and 
external management directives and needs for reports. Each individual or team may 
also fulfill the role of ‘manager’ for another individual or team, possibly external to 
its own team. So the management-relationships do not have to adhere to a specific 
team-composition structure. In addition, note that team management processes need 
not be heavy-weight; it may be virtually non-existent – which places a burden on 
external managers to manage the internals of those teams. 

 

 
Figure 1. A conceptual model of sustained team effectiveness. 

3.2 Management Scenarios 

In this sub-section three example scenarios illustrate the application of our model to 
sustained effectiveness of individuals and teams. In these examples, the management 
process related to a team is shown to involve sub-processes for strategic deliberation, 
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task allocation, team-composition, choreography and coordination, dealing with 
external managers and maintaining organizational synergy. In essence, a (team) 
management process entails a feedback loop, in the simplest form involving team and 
situation monitoring, deliberation and action effectuation (e.g., compare with the 
well-known OODA loop of decision making cycles: observe-orient-decide-act). The 
team as a whole follows specific strategies to deal with issues arising from the current 
crisis within their shared environment. The initial strategy can be an arbitrary choice, 
but is nevertheless constrained by the resources available and possible rules and 
regulations imposed by the host organization(s) of the team-members. Team 
management keeps track of the available resources, task allocations and continually 
monitors the status of individual entities’ performance, team goals, and information 
from and reports to external management. 

For all scenarios, assume that a team has already been formed and currently 
addresses (part of) a crisis situation. The focus is on team management deliberations, 
irrespective of how the team management process is realized (by one or more team 
members). All team-members are currently assumed to be cooperative, reliable, and 
have non-conflicting norms, etc.  

In the first example scenario, team management aims at sustaining effectiveness of 
its own team members. The crisis situation places a heavy burden on all team 
members, and the overall effectiveness is slowly but surely decreasing. A simple, 
opportunistic management strategy to maintain an overall acceptable level of 
effectiveness within the team is to allocate new tasks directly to those team members 
that have the most suitable vigilance level, without any explicit negotiations or 
inquiries about status. This opportunistic task allocation strategy may be particularly 
appropriate in time-critical circumstances. In addition, the effectiveness of team 
members may be (in)directly influenced. For example, current measurement 
information shows that one human team member in particular is showing signs of 
decreased vigilance. It is a matter of strategic deliberation when the right moment 
arises to give this human team member a ‘bogus’ high priority task which involves 
taking a rest break, and the human’s other tasks can be postponed or delegated to 
other team members. Another predictable decline in team effectiveness caused by 
resource depletion is addressed by charging a team member with an extra task to 
acquire additional resources. As an illustration of differences between humans and 
artificial team members, consider an (artificial) agent team member, whose 
effectiveness in the current situation is too low to be acceptable. As its skill set is 
deemed insufficient for the current task and problem, this software agent team 
member is required to update its knowledge-bases and acquire additional functionality 
to increase its effectiveness immediately, as other team members depend on the 
performance of this specific team member.  

In the second example scenario, team management addresses the issue that team 
effectiveness cannot be increased by influencing its current team members; other team 
members need to be acquired, and possibly a number of current team members need 
to be removed to prevent unnecessary complexity in the team’s organizational 
structure. Prospective team members may for example be found by means of brokers 
(specialized actors or agents who trade in team members, e.g. external managers may 
fulfill this role as they may have more complete organizational awareness), by 
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proximity in the environment (an opportunistic approach), or by searching in 
databases (yellow pages) and by ‘word of mouth’. 

In the third example scenario, an external manager coordinates collective actions of 
multiple teams. For example, the team management of the current team (team 1) 
considers its team to be sufficiently effective, and reports this to its external manager. 
However, the external manager (which may be a team by itself) is also informed by 
another team (team 2) that team 2 is currently significantly reduced in effectiveness 
because of a skill-set deficiency. Based on information concerning the locations of 
teams 1 and 2, the external manager decides that team 1 may be in a favorable 
position to fulfill the request of team 2. Team 1 is contacted by the external manager, 
and is provided with information on team 2, its predicament, and is ordered to select a 
suitable team member to move to team 2.  

Each of these example scenarios involves a monitoring process. Maintaining 
current and accurate information on the local, intra-team situation as well as on 
(relevant parts of) the environment, is a non-trivial issue. This issue is compounded 
by the need of external management for reports on the effectiveness and other aspects 
of teams and individuals. Criteria need to be established for information distribution, 
e.g. on a ‘need to know basis’, to prevent both information overload and a higher 
likelihood of timely arrival of task-relevant information. In [16] an information 
distribution system is proposed which is capable of providing an actor or an agent 
with task-relevant information. With such a system in place, necessary information 
and/or knowledge are reported back and the team’s strategy is adapted accordingly.  

In addition, sustaining team effectiveness ultimately implies measuring the 
effectiveness of the entire organization involved in the crisis resolution. Measuring 
effectiveness on an organizational scale means that an external manager is aware of 
the entire organization. The design of an information system that supports the 
exchange of organizational information is presented in [17]. With our model we 
intend to provide a scalable approach to time-critical monitoring and control in ad-
hoc, dynamic, organizations. 

3.3 Measurement of Sustained Effectiveness  

The above examples illustrate the role of measuring effectiveness of individuals and 
teams over time. Although time can be measured to a certain degree of accuracy in a 
distributed system, measuring effectiveness remains a challenge, especially when the 
measurement techniques need to be applicable in time-critical, resource-sparse 
organizations. A major challenge is how to come up with the right indicators that 
determine whether the performance of the individuals, teams, and the overall 
organization is optimal. A first step is to devise performance measurement techniques 
at the individual and team level. In addition, the contextual sensitivity of effectiveness 
needs to be addressed; measuring effectiveness is dependent on tasks, goals, situation 
at hand, available individuals, teams, tools and resources, etc. Note that this is in 
contrast with vigilance, which can be measured out of context as it reflects, for 
humans, a basic energetic level of information processing capacity [8]. However, the 
impact a certain level of vigilance will have on performance, depends on the actual 
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task that needs to be performed. It is to be expected that the more specific the context 
becomes, the accuracy of the measurement of effectiveness increases.  

The techniques for measurement should have a minimal impact on the 
effectiveness of individuals and teams, otherwise they defy their purpose. An example 
technique to determine the fitness or vigilance level of an actor involves measuring 
behavior. This may be accomplished on an objective task performance level, but also 
on a subjective scale by means of (short) alertness questionnaires. It has been shown 
that these subjective measures can be remarkably accurate as they correlate highly 
with sensitive vigilance measures such as brain responses measured in the EEG and 
they distinguish between mental and physical components of vigilance [8]. Although 
vigilance can thus be determined with a short alertness questionnaire and with 
performance measures on tasks, these tasks should not be intrusive and should be 
naturally integrated in the work environment (such as checking incoming mail for an 
operator or answering the mobile phone for a police officer). An open question 
remains how to measure “team or organizational vigilance” in chaotic and dynamic 
environments. 

We explore the practical uses of measuring effectiveness in time-critical, chaotic 
situations. Merely measuring the time it takes before a police officer answers his 
mobile phone does not yield sufficient information. An officer who responds rather 
slowly might still be vigilant, but busy aiding civilians. Of equal importance is the 
fact that a police officer may not be able to answer to a questionnaire in a full-blown 
crisis situation. It is probably necessary to develop two (or more) styles or modes of 
measurement. The first mode entails performance and subjective measures that may 
include tasks that are not strictly part of the work environment itself (such as 
questionnaires). The second mode involves an aggregation of ‘naturalistic’ work-
related tasks.  

With respect to effectiveness of individuals and teams, it is important to distinguish 
levels of effectiveness on different dimensions. There are various facets of 
effectiveness (fitness of the individual, of a team, (higher-order) goal satisfaction, 
etc.) and these facets together determine the overall effectiveness. That is, 
effectiveness should be determined in a sensitive manner (not just high or low). These 
different aspects or dimensions should be explored and determined in order to gain 
proper insight into why and how overall team effectiveness may be lacking.  

Moreover, effectiveness should not be expressed as a single value; it is a multi-
facetted concept, which looses expressiveness (and comparative usage) when used as 
a single value. This is similar to valuations of the ‘trust’ concept. Trust as a single-
value does not help to differentiate between e.g. the belief in an agent’s competence 
versus willingness: important aspects for decision making [18]. To continue the 
comparison with ‘trust’: The trust in another agent’s capacity to fulfill a certain task is 
based on aspects of the task and the other agent. Similarly, we expect effectiveness to 
consist of a number of aspects, which can also be determined (perhaps to some extent) 
for individuals, teams, problems, situations, resources and their relations. It then 
becomes possible to, for example, use aspects related to a specific problem to specify 
necessary levels of effectiveness that have to be met by a specific team. 
Differentiation in aspects is also expected to facilitate prediction of change in 
effectiveness, e.g. by task completion or management actions.  
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A potential problem in using the same aspects (or concepts) to measure 
effectiveness of both actors and agent concerns the abstraction level of descriptions. 
One of the problems in the interaction of humans with computers (e.g., agents) is the 
fact that computers are described at a much lower level of abstraction than humans, 
who are supposed to work with them [19]. In order to realize actual collaboration 
between actors and agents within a community, it is necessary to describe their 
behavior in a situational context dependent manner and on related levels of 
abstraction – even if this involves additional antropomorphisation of agents. Another 
problem is that there is no a priori reason to suppose that the interaction between 
actors and agents can be abstracted to a similar enough level, because of their 
inherently different technological make-up. 

4 Future Research 

This position paper outlines our progress towards sustained team effectiveness – in 
our opinion a basic element in managing team performance over time. The approach 
and issues presented manifest in at least three interrelated and interdisciplinary 
research projects regarding possible influences of the emergent aspect of sustained 
team effectiveness. These three research projects are intended to further refine our 
model for team management within the domain of crisis management in the context of 
the interdisciplinary ICIS research program on interactive collaborative information 
systems. Multiple heterogeneous individuals are incorporated, including actors, 
agents, and robots.  

The first research project concerns instruments for enhancing effectiveness within 
one team. An example is task allocation on the basis of vigilance levels of human 
actors and artificial agents. The second research project involves instruments for 
enhancing effectiveness of teams on the level of team formation. This project involves 
team formation and re-composition, with many types of entities (actors, artificial 
agents) and roles. The third research project focuses on increasing effectiveness on an 
‘inter-team’ level, that is sustaining effectiveness over multiple teams distributed in 
the environment. A major challenge is to address the combination of increasing scale 
of organization size and crisis escalation together with the need for time-critical 
information flows.   

Our approach to modeling and analyzing team management in dynamic 
organizations needs to be related to other, existing, approaches in literature and 
practice: a major component of our future research. For example, the well-known 
model for agents and teams [20], STEAM and it successor Machinette, provide support 
for communication and coordination within a team, where agents support humans and 
intend to maximize overall team utility. Our approach is an extension, both in the 
autonomy of the agents (from supportive to equivalent team member) and in the 
management of effectiveness of individuals and teams. In addition, our approach 
needs to be compared to other research disciplines regarding sustaining effectiveness 
(or utility) of teaming of humans and artificial systems; example research areas 
include cybernetics [e.g. 21], psychology [e.g. 22], cognitive ergonomics [e.g. 23] and 
robots [e.g. 24].  
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In addition, the impact of a number of important aspects in the design of 
distributed systems needs to be investigated. For example, the role of trust in relation 
to measuring effectiveness in specific, and management processes in general; 
interoperability in terms of communication, understanding, norms and culture; and 
security, privacy and malicious intent. 
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